CCP4 Working Group 2 Meeting
Location: York Structural Biology Laboratory, University of York, UK

Date: 22/06/2011. 11:30-16:30

Present: Charles Ballard, Kevin Cowtan, Karen McLuskey, Stuart McNicholas, Garib Murshudov, Andrew Perkiss-Trew, Liz Potterton, Harry Powell, Johan Turkenburg, David Waterman, Keith Wilson.
Study Weekend 2012 – “Data Processing”

Johan presented a draft programme. All speakers listed have already been approached. There was general agreement about the choice of speakers and times, with a few comments listed below.
ACTION: Johan will distribute an updated programme in due course.

It was stressed that all speakers should be reminded that they should forward their presentations in advance to the organisers. They should also be reminded that talks and questions must fit within their 30 minute slot.

Day 2 has three open slots in the afternoon (14:00 – 15:30)

Wayne Hendrickson will make a presentation on multiple crystal SAD. As this will be a highlight of the meeting, it was thought best to put him on at the end, as an incentive against the dwindling away of attendees in the afternoon.

Kevin stressed that all speakers must know they have to produce a paper for the special issue of Acta Cryst. D. It was agreed that it would be better to get the papers out faster. Johan and others proposed a deadline for submissions of the end of March. In addition, Andrew asked if we can ensure that online versions of the papers are available as soon as possible, before the print edition is prepared.
Further topics were discussed: In-situ data collection, tomography, twinning and multiple lattices (Dominika Borek), Pilatus.

Phil suggested that sample manipulation, dehydration and other such activities could be included in the in-situ screening topic, whilst Keith said that in-situ is a detailed enough topic to warrant a full talk.

We discussed who would be a suitable speaker for the tomography talk. We were unsure about the status of the project at Diamond, since Wes Armour left, however noted that it is critical for the success of the long wavelength beamline I23. Gwyndaf may be able to provide more information and suggest a suitable speaker.

For the ‘Pilatus’ / ‘new detector technology’ section, Clemens Schulze-Briese or Marcus Mueller might be suitable speakers. The topic should be about how best to collect data given new detector technology, rather than the technology itself. Michael Blum was also suggested given the new, high speed Rayonix CCD.
A talk about the use of Eval-15 (Utrecht) for integration was considered, but generally considered too technical for the Study Weekend.

Multiple crystal analysis was added to the list of further topics. Rita Giordano from the McSweeney group (ESRF) was suggested. 

Radiation damage was added to Sasha Popov’s title (day 1)

All agreed it looks to be shaping up as a very good programme for the Study Weekend.
iMosflm/Mosflm update – Harry Powell

There are improvements in iMosflm’s speed (Owen J), handling of Pilatus data by Mosflm (Andrew L) and understanding differences between Mosflm and XDS (Harry P).
Speed – iMosflm used to have an exponentially scaling run time with no. of images. This was tracked down to updating of profile plots. The latest test version is about as fast as Mosflm batch processing.

Keith asked for a timescale on the next release of iMosflm. This is hard to predict, but probably not before the end of July, because the extent of changes require significant testing. The speed problem is considered critical, as XDS is taking an increasing part of Mosflm’s “market share” because it is faster. Harry reminded us that batch processing is as fast as ever.
Andrew suggested that the faster iMosflm be released ASAP as a beta or development release, before full in-house testing was complete.

Keith and Johan noted a change in user treatment of diffraction data. Many no longer reprocess data from the synchrotron; they just take the auto-processed files from Xia2, even when gains could be made by careful processing.

Handling of Pilatus data – the problem arises due to assumptions in Mosflm that the data collection strategy will suit crystal quality. In fact, a resurgence of the “American method” has occurred in which very fine sliced data collection is performed in all cases with very short exposures. Many zero-valued pixels and small oscillation width cf. mosaicity caused serious problems. In addition small spots are poorly profile fitted. Andrew has addressed all of these issues.
Data is improved by using the “intensities combine” options of Aimless or Scala (summation integration for strong spots, profile fitting for weak spots). This improvement is to the extent that some small anomalous signals can be recovered by summation integration, but not profile fitting.
Differences with XDS – the speed difference is partly due to parallelisation of XDS. This occurs at two levels: in the code using OpenMP, and at the use level by splitting jobs into batches. The second of these is more tractable for Mosflm, but iMosflm needs updating so that it can read XML files for the graphical plots for parallel batch runs.
Harry is working on understanding outlier rejections within XDS. There are two stages of rejections and while the first makes sense, the second appears to keep some reflections that are worse than others it rejects. Harry hasn’t found the pattern to this yet; however it is becoming clear that Mosflm data isn’t worse, and in fact is often as good as or better than XDS, but Mosflm keeps some reflections that XDS rejects.
CCP4i2 progress – Liz Potterton

Liz presented a ten point plan for CCP4i2. The first stage was a complete data model for crystallographic data. This was followed by a pipeline development environment, then work on a lightweight database. Result presentation was developed to use XML (software readable), with Eugene Krissinel to provide a library. Newer developments include loggraph replacement Pimple (Stuart McNicholas) and MG for use in displaying atomic models in the GUI.

Liz pointed out the need for an expert to identify best scientific practice, which would then be codified in the tasks for a task-based GUI. An automation layer would sit on top of the tasks.

A second need was to review user requirements regarding hardware resources (e.g. grid computing etc.)

The database began with a schema made by George Pelios with the help of others, which was then extended by Liz. A completely rewritten Python API was made. An important point of discussion is the security of the database (write/delete access).

The question of security was discussed in more detail. It was agreed to be important to industrialists when at the beamline, but at their home institutions ease of use is paramount, as they are behind a firewall and trust colleagues. Alternative database systems with more security include PostgreSQL.
Stuart and Charles agreed that an administration tool is required to manage database access rights.
Presentation of results: Stuart’s loggraph replacement, Kevin’s tool to convert XML to nice HTML (similar to baubles).

A point about security was raised – live presentation implies inter-process communication through sockets. It was agreed that only acceptable commands should be executed that arrive through the socket, not arbitrary code.

GUI demo – Liz Potterton

Liz proceeded to demo the new GUI.

The user starts at the CCP4 browser with options to create / import projects.

Input windows are tabbed to stop options lists looking depressingly long. All important or novice options are in the first tab.

The job list shows running tasks. Jobs can be labelled best/good/bad/rejected and a comments field can be filled. It was discussed how it would be helpful to have the programs auto-fill part of this field.

It will be possible to have nested projects to help organise. Kevin asked about inheritance of data from a master project to its subprojects. Phil commented on how it is necessary to override any project data (e.g. a sequence) for specific jobs. Liz replied that that is how it works already.

Liz reported that the database is basically working. What are missing are interfaces to useful programs, which relies on third parties. When wrappers are written, a GUI is automatically created, which can then be improved.

ACTION: To avoid delays it was agreed that Kevin and Liz should work on a complete working version of a Buccaneer + Refmac GUI to demonstrate at the next meeting (GUI meeting?). The timescale for this working version was considered carefully, with the end of July being the eventual consensus.
Interaction with currently running jobs was discussed, with examples including Coot driving Refmac to optimise parts immediately after building, or interactive molecular replacement. It was agreed that this topic is interesting, but should rather be discussed in a developers’ forum.

BLEND – David Waterman for James Foadi

David presented results from the program BLEND, written by James Foadi for multi-dataset merging strategies, which is work done with Gwyndaf Evans at Diamond.

BLEND classifies datasets using a set of statistical descriptors (which could be modified / extended), performs Principal Component Analysis to reduce dimensionality and improve signal to noise, and then performs cluster analysis to identify subsets of the population of datasets that merge well.
Feedback included the suggestion to use pairwise correlation as a better intensity-derived descriptor than the resolution binned averages in use.

BLEND’s cluster analysis currently uses Euclidean distance in parameter space. Correlation between descriptors can be used to define a different distance metric, which may have better results.

Other clustering methods may also be tried, such as fuzzy clustering, but this has not been done yet.

BLEND is written in a combination of C++ and R. James is working to replace the R code with C++, for distribution of BLEND without restriction by the R licence. The Boost libraries were mentioned as a good place to look, and Kevin mentioned that he has cluster analysis code in C++
Python dispatchers for CCP4 – David Waterman

Use Python wrappers for programs as a universal replacement for ccp4.setup shell scripts and centrally set environment variables, for easier maintenance and cleaner behaviour of the suite.
A simple test case shows that this is easily possible, but needs more complete testing, especially across different platforms.

Issues that were discussed include making scripts executable on Windows, the disconnection between suite and dispatcher updates, performance cost of an additional python layer and interaction with the GUI.
It was suggested that the dispatchers should have dual modes of operation – both executable like any other command, but also the possibility to import to an already running python.

The details of interaction with the GUI should continue to be discussed with Liz.

Where is my 6.2.0 – Charles Ballard

There have been long delays with this release and many programs updating/changing.

Nightly builds (e.g. Phenix) were discussed. It was agreed that a quicker testing framework is required.

The timescale of the 6.2.1 update was discussed. This release has prosmart, zanuda and sculptor. In light of the new inclusions it may well be release 6.3.0.

ViewHKL was mentioned, which will be distributed as a binary. That is because it is a QT build so doesn’t fit in the current build system easily. Implications of this for the new GUI were briefly discussed.

What is the function of WG2? – Phil Evans

Phil commented that WG2 primarily deals with the study weekend. Attendance has been falling. The scope of the meeting should be considered. Also, Phil has been chairman for many years and hinted he might be ready to draw this tenure to a close in the near future.
QtMG – Stuart McNicholas

Stuart started by listing fixes to the sequence viewer and various other bug fixes.

Surfaces are now drawn on-the-fly and not made as display lists. OpenGL has some limitations that were discussed; however the renderer is not restricted so publication quality output is always possible.

Stuart demonstrated a new pseudo-2D ball and stick view, provisionally called “circles”, which is useful for teaching purposes.

Stuart described another bug fix relating to stealing of window focus on Mac OSX.

Stuart also described a build script for MG, and listed a set of release plans up to version 2.5.3.

Stuart moved on to talk about a loggraph replacement in PyQT, currently called Pimple. This runs as either a program or a widget. It can do fits (numpy) and plots (matplotlib).
The to-do list for Pimple includes: definition of an API, use of mouse-over feedback (selecting points and defining a ROI), addition of useful plot styles, multiple plot panels and an XML table for loggraph style.

The discussion moved to postscript generation from SFCheck.

ACTION: Phil to look at replacement of Sfcheck’s postscript output.
