

















































































































































































































COMPARISON OF HEAVY ATOM PARAMETERS ON VARIOUS -REFINEMENTS

Derivative

Site

Occupancy (electrons)
Bricogne
Oxford high resol®
Oxford low resol

Temperature factor

Bricogne

Oxford high resol®

Oxford low resoll
(not refined)

Difference in occupancy

Bricogne-Oxford 'high'
Bricogne-Oxford 'low’
Oxford 'high'-Oxford'low’

Difference in position (%)

Bricogne-Oxford 'high'
Bricogne-Oxford 'low'
Oxford high-Oxford' low'’

"Bricogne"

Oxford high resol”

Oxford low resoln

t(CN) 4

Kau (CN) 2
1 2
91.4 71.0
42 .4 69.7
117.8 58.8
15.6 15.4
1.0* 1.0*
(15.0) (15.0)
+49.0 +1.3
-26.4 +12.2
-75.4 -10.9
.72 .59
.37 .33
.66 .58

Pt(NEj3) 2CL

2
1 2
101.3  71.3
93.3  34.7
102.9  71.3
14.3  15.1
1.0+  20.0
(15.0) (15.0)
+8.0 +36.6
-1.6 0-
-9.6 -36.6
92 .43
39 .75
1.17 .91

ricogne phase refinement on 8339 terms- film data

K2P
1 2 3
83.6 85.1  57.7
89.5  26.1  44.2
81.8  62.3  72.7
16.3 15.6  15.3
1.0* 20.0 7.5
(15.0) (15.0) (15.0)
-5.9 +59.0 +13.5
+#1.8 +22.8 ~15.0
+7.7 -36.2 -28.5
.38 .95  2.04
1.50 .71 .73
.86 1.47  2.26
-GB
6 8>a>2.6

~ Centric refinement on £ilm data
- 6 A very incomplete

6 %

-2.6 % 'complete’

- Centric refinement on diffractometer data ® - 6 X.
B not refined.

Relative scalefactors between ref

inements Vv 2%.
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Peaks and Holes at Heavy Atom Sites

Anne Bloomer, MRC Laboratory of Molecular Biology, Cambridge

A protein electron~density map shows peaks or holes at a site of heavy atom
substitution 1f the protein phases are biased towards, or away from, those
calculated for this heavy atom. Ideally the histogram of the number of
reflections versus IaP - GH| (modulo 180°) should be flat and the protein map
featureless at all sites of substitution. In practice, the histogram is
usually slightly concave, even after removing any bias due to centric data.
Provided that the peaks at each end of the distribution are approximately the
same, this does not usually require special treatment. However, if the two
ends of the distribution are grossly unequal, unwanted peaks or holes will
appear in a protein map (and conversely, holes or peaks in a double difference
map). The final parameters of the heavy atom(s) must be changed from their
refined values, in order to eliminate such features. It 1s shown here that the

most effective change 1s that made to a derivative scale factor.

Positional parameters of a heavy atom are only rarely difficult to refine. Any
errors here show as pai;s of closely adjacent peaks and holes, whose relative
disposition shows the direction and magnitude of the error. The scale factor,
which affects all sites of one derivative and the site occupancies have the
most direct effect on any blas of the phases. Temperature factors, whether
used Iin isotroplc scaling of derivative to native or used as individual atom
parameters, are so closely correlated with the scale factor and occupancy res-—
pectively that they are not considered separately here. They should be

investigated by means of refinement in shells of resolution.

Any inadequacy in the protein phase determined by isomorphous replacement will
effectively add a vector F' onto the true value of FP. The component of F'
parallel to fH determines the error in the electron density map which accumu-
lates at the heavy atom position. Using the nomenclature of the phase triangle

shown 1in Fig. 1l:

F' = FP (apparent) - FP (true)

ERROR = component of F' parallel to fH

~ TF' Siné

= o L 6 L ]
2 Fp Sin¢.Sin /2

~ rp (Cos¢é = Cosd')
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This approximation is valid whatever the cause of the error giving rise to B

and whatever the value of the angle ¢. Two extreme cases are now considered.

Scale Factor

If kPH is over—-estimated by a fraction A, then the triangle with side FPH is

replaced by one with FPH (1+4). Thus:

FPHZ = FP2 + fHZ - 2F .fCos9
(1+A)2FPH2 = FPZ + fH2 - 2F .£,Cos¢’
Therefore
Fp(Cos¢—Cos¢') = (ZAFPH2 + A?-FPHZ)/ZfH
Therefore
ERROR ~ .EBEfo. (1 + 4/2)
fa

This quantity 1is positive definite, irrespective of whether the angle ¢ 1s

acute or obtuse; 1.e. lengthening the side F_, of a triangle always increases

PH
the opposite angle ¢. Thus for every reflection HKL an over—estimate (under—-
estimate) of the scale kPH gives a positive (negative) ERROR and thus a peak

(hole) in p protein.

Occugancz

If the occupancy is over—estimated by a fraction A then the triangle with side
fH is replaced by one with the longer fH (1 + 4. This may increase or
decrease ¢ depending upon the geometry of the phase triangle. Thus:

2 _ 2 2 _
FPH FP + fH 2 FP.fH.cos¢ (1)

= F_ 2+ fH2(1 + A)2 -2 Fpefy (1 + 8) cos’ (2)

P B’

Thus:
N 2 2 _ 2 :
2 FP.fH.(l + A) cos¢ (FP + fH FPH (1 + 3)

. 2 2 2 _ 2
2 FP.fH.(l + A) cosé (FP + fH (1 + 4) FPH )
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« .Therefore:

'y . 2 2 _ 2y _ 2 2
2 FP.fH.(l + A)(cosd-cos¢') A(FP + fH FPH ) A(ZfH +-AfH )

2 & 2 . 2y . A2¢ 2
A(FP fH FPH ) A fH

' =
FP(cos¢—cos¢ ) 5 fH 1+ D)
A[F.2-F_2-(1l+A) £.2]
- P PH H 3
ERROR T (L7 D (3)
H
2 _ - 2
i AT £y 2 Fpyefye cosY = (1 + 8) £.°]
ZfH(1+A)
- -l [ A£.2+ 2F . cosy ]
2 £, (1 + D) H PH' H
i - —2 [ Af +2F  cosv]
2 (1 + A) i &

The sign of this error varies with the geometry of the phase triangle via the
dependence of cosY. Considering the average over all HKLS, and applying Wilson
statistics to (3) we have:

= A [(
hkl Zd+ D)< £ >

<ERROR > FPZ-F 2> - (1+ )< fH2>]

PH

. 2
A(2+8) <f£2>

(1+ 4) <fH>

- 2
A Q=15
<fH> 1+ A

This expression 1is negative definite and thus, on average over all HKLS an
over—estimate (under-estimate) of the occupancy and thus of fH glves a negative

(positive) ERROR and thus a hole (peak) in p protein.

Summar

The distributions of the value of the angle ¢ (i.e. IGP-GH|) as typically
observed, for acentric data, are shown in the table. Errors in the scale
factor give a blas arising from every reflection whereas errors in the
occupancy give rise to an opposite bias, only when averaged over all

reflections under conditions where Wilson's statistics are valid.
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TABLE

Distribution Histogram Diagnosis
Ideal
Normal N /| Usually oK
Positive bias al Scale too high. (Occupancy too low)
Negative bias . N / Scale too low. (Occupancy too high)
Convex Rarely observed.
4 N\ Occupancies wrong (A.J. Wonacott,
verbal report at the CCP discussion).
00

180°
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(b

Figure 1.

@ ' (o)

The phase triangle: (a) Idealised case using true amplitudes,

(b) Scale factor for F increased by (1+4) , (c) Occupancy of
heavy atom site(s) increased by (1+4). - In this case @' may be

greater then or less than @ ,whereas in (b) @' is always the
larger angle.

45,






. L ald = TS P Bl m-arn Ao Ty TPy

VY ATCl 2ALRLETZIR AL Ao

B S T s == AT p ~ ~ trry— v
tiedezle LILIL L, .L'..PL..KI A (.,vn'_u'.u.a\.)..., LCiITDOM

1) CBJECTIVL
A new algorithim has recently bteen

2 introduced by Gerard
Bricogne to refine heavy atc

o 1
ton parameters using acentric
reflections and so-called "phase refinecrment" (3ricocne,
1932). At present there are no publishel results sugaesting
that this new algorithm is in practice superior to the
conventional "phase refinement" algorithm, and in at least
two cases {(the orthorhombic crystal form of Glyceraldehyde
3-phosphate Dehydrogenase being workad on at Imrerial and
6-phosphio-gluconate dehyldrogenase (if.Adams and coworkers,
Oxford), heavy-aton parameter rafinement using the naw
algorithw has not produced significantly irproved IR nhases
as judged by the resulting electron <density mans.

in order tc make an objective assessrent of the Rricogne
algorithm, and to iavestigate the effect of non-isomorphisnm
in the derivative data, a series of test refinements have
veen couducted using model data. Although the relevance of
results obtained using wodsl data to real nrobhlers can
sowetines be called into cuestion, in this particnlar
iastance it seems reasonadle to suggest that if the
alyoritiie is to ©Te cenarally useful it rust at least prove
effective in a trial using model fata, when all the sources
of error are under direct ccntrel.

2) GELLATION CF TAS (ODEL DATA

All tests werz conducted on a model ©f the orthorhombic
crystal form of Clyceraldehyde 3-phosphate dehylrogenase
which crystallises in space group P2,2,2 with a tetramer of
total olecular weight 143,737 in the crystallograprhic
asymetric unit. A set of coordinates derived from the
the 2.78 structure determination of the monoclinic crvstal
formm were used to yenerate perfect native data, using the
program GLLED to generate the model electron leasity and
Fourier transforming this density tc oroduce a set of native
structures factors. Ideal derivative data were calculated %y
vectorial addition of calculated heavy atom and native
structure factors. Data were prepared for a mercury and a
clatinun derivative. Tor each derivative there were a total
of four heavy atom sites par tetramer, two fully occupied
and two half occupied. The heavy atois were nositioned at
actual heavy atom sites determined for this crystal form of
GiaPDa .

In order to produce "ncn-isoworphous" derivative data, a
new set of native structure factors was calculated
correspondiag to a structure in vhich the entire tetramer
had Leen rotated by one degree in the unit cell. This
rocation led to a maximun shift in atomic nosition of J.65A
and a mean shift of 7.22A with respect to the unrotated
molecule. This "non-isomorphous" native data was combined
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with the calculated heavy atom structure factors for the
mercury sites to produce a "non-isomorphous" mercury
derivative dataset. The "non-isomorphous" platinum
derivative data were produced in the same way, but the sense
of the rotation applied to the molecule when generating the
native data was reversed.

Finally, random errors were applied to all the datasets.
The errors were generated using the Gaussian random number
generator in the NAG library (GO5CBF) with standard
deviations derived from an analysis of an actual GAPDH
native data set. This analysis showed that there was a
gradual increase in the standard deviation as a function of
IFl. The standard deviations were independant of resolution
except in the smallest |F| bin, where a significant increase
with increasing resolution was apparent. This feature was
incorporated in generating the model errors.

3) STARTING PARAMETERS

The same set of starting parameters was used in all the
refinement tests. Each heavy atom was peturbed by 1.98 from
its true position. Starting occupancies are listed in
Table 1. Derivative scale factors were set to the ideal
values.

4) REFINEMENT TESTS

All test reflnements were carried out using the
program PHARE on the NAS machine at Daresbury. Data in the
resolution range 20A to A were included, in order to avoid
excessive use of computing time. Each test was carried out
twice, once using the conventional algorithm and once using
the Bricogne algorithm. The refined parameters were the
heavy atom positions and occupancies and the derivative
scale and overall temperature factors (a total of 36
parameters). Phases were calculated during every cycle of
refinement, and the lack of closure values were also updated
on every cycle. The following tests were performed:

a) Using isomorphous derivative data.

b) Using non-isomorphous derivative data.

c) Using isomorphous platinum data and non-isomorphous
mercury data.

The following points are pertinent to the refinements.

(i) Refining with isomorphous data

The Bricogne algorithm depends for its success on a
predominantly unimodal phase distribution. In order to
achieve this in practice, a figure of merit cutoff is
applied to reflections included in the refinement.
This cutoff was set to 9.5 for this test, and this
explains the difference in the number of reflections
included in the refinement using the different
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algorithms, as no such criterion was applied to the
conventional refinement. Five cycles of refinement
were carried out in each case.

(ii) Refining with non-isomorphous derivative data
In this test, a figure of merit cutoff of 9.8 was
applied to both the Bricogne and the conventional
refinements. A significantly lower cutoff (J.5)
gave extremely poor convergence for both types of
refinement.

A total of 12 cycles of refinement were more

than sufficient for convergence.

(iii) Refining with isomorphous platinum and
non-isomorphous mercury derivatives.

The figure of merit cutoff was again ©.8. Seven cycles
of refinement produced convergence.

The main results of these tests are surmarised in
Table 1.

5) ASSESSMENT OF FINAL PARAMETER VALUES

There are several ways of assessing the quality of the
final refined parameters. Most simply, the deviations of the
refined parameters from their true values can be examined.
However, it is difficult to determine from this comparison
alone how the final MIR phases will be affected.Therefore
DIR phases were calculated using each set of refined
parameters, and these phases were compared with the true
native phases. In each case the mean, rms and weighted rms
phase differences were calculated. The results are
presented in Table 2. It is apparent that both the refined
parameters and the DIR phases are insignificantly different
for the two algorithms employed. A direct comparison of the
two sets of DIR phases obtained for the non-isomorphous test
(case (ii)) gave mean, rms and weighted rms phase
differences of 6.1,14.9 and 9.4 degrees.

Another criterion on which the refinements can be
compared is the speed of convergence. Indeed, one of the
principle drawbacks of the conventional phase-refinement
method is its poor rate of convergence (Blow and Matthews,
1973). This has been ascribed to the failure to allow for
the correlation between the heavy atom parameters and the
phases used in the refinement. Because this correlation is
explicitly accounted for in the Bricogne algorithm, one
might expect that this algorithm would produce significantly
faster convergence. The rate of convergence of two
representative parameters is illustrated in Figures 1 and 2.
It is apparent that the rate of convergence is slightly
faster using the Bricogne algorithm in the case of the
isomorphous derivative data, but when using non-isomorphous
derivative data even this slight advantage is lost.
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Finally, Fourier maps were calculated using the
different sets of DIR phases, and the heavy atom positions
were examined for evidence of large peaks or troughs in the
electron density. However, none of the phase sets produced
either a peak or a trough that was above the electron
density maxima and minima for the protein, and it was
therefore not possible to differentiate between the quality
of different sets of phases on this basis.

6) ADDITIONAL REFINEMENT TESTS

In order to provide additional criteria on which to
assess the B8ricogne algorithm, two further tests were
contrived. In the first, an extra fifth site was added to
each derivative at full occupancy and with the same atomic
coordinates (ie a common site). It has often been found in
practice that the occupancy of common sites is
overestimated. In the second test, a false site was added to
the starting parameters of each derivative, at half
occupancy. The occupancy of this false site should refine to
zero.

Each test was conducted with both isomorphous and
non~isomorphous derivative data, using the conventional
algorithm and the Bricogne algorithm. The results are
presented in Table 3. Again, there is no suggestion that
the Bricogne algorithm is superior, although it is perhaps
suprising that the occupancy of the common site in the
first test is not in fact over-estimated.

7) CONCLUSIONS

Apart from a marginal gain in the rate of convergence
with isomorphous derivative data (a gain which ‘is achieved
at significantly greater computational cost because the
Bricogne algorithm requires the full normal matrix), the
Bricogne algorithm did not produce significantly better
refined heavy atom parameters based on any of the four
criteria applied (parameter values, DIR phases, rate of
convergence and peaks Or troughs at heavy atom positions).
It is conceivable that under a different set of conditions
the algorithm may perform rather better, but the test
results suggest that this method cannot in general be
relied upon to provide refined parameters which are superior
to those obtained using conventional phase refinement.

Acknowledgements. I would like to thank Dr. P. Brick and
Dr. A.J. Wonacott for many useful discussions, and Dr.
E. Dodson for suggesting the tests described in section 6.
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Table 1. 1Initial and refined heavy atom jparameters for the
thres tests described in section 4. GB refers to results
obtained usiay the 3Bricogne algorithm. Ar is the deviation
netween the true and refined heavy atom positicns in A, occ.
is the heavy atom occupancy.

Table 2. Comparison of [!IR phases calculated using
dlfcérbﬂt sets of refined heavy atom »narameters. The
conmparison is always with the true (calculated) native

phases.

Table 2. Additional refinerment tests introducing a Fifth

site. For details see section &.

Figure 1. Cccupancy suifts for the first mercury and first
platinwa sites as a function of cycle nunmber. The shifts for
the mercury site are negative, those for the platinum are
positive. The full lines represent the refinement using the
Sricogne algorithrr, and the dotted lines usiag the
conventional algorithm. The refinements were perforred using
isomorphous Jderivative data.

Figure 2. As Ti

igure 1, ut refining with the
non-isomorphous d

au
erivative data. .
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TABLE 1

| | | () amn ain |
| I ldeal | Starting | IESnBrRRaUS DBt Non=lsomor pbus Mercury non-Isomorphous I
| I Occupancy I Parameters I | | Platinum I somor phous |
G.B. conventional G.B. conventlonal G.B. conventlonal
Derivative Site ocCe Ar 0CCa Ar OCCe Ar occ. | Ar OCCa i g occ- | Ar 0CCe Ar
| | Hg [ 1.0 [ 1.5 [1.0]1.009 | .05 |1.031 | .04 |1.194 ] .10 | 1.280 | .22 | 1.144 | .23 | 1132 | a2 |
| | Hg | 2 1.0 | 1.5 | 1.0 | 1.083 | .02 | 1.045 | .02 | 1.295 | .31 | 1.305 | .30 | 1.297 | .22 ] 1.280 | .25 |
| Hg | 3] o | 0.75 | 1.0 | 0.506 | .14 | 0.523 | .16 | 0.587 | .53 | 0.508 | .51 | 0.609 | .40 | 0.549 | .36 |
| | Hg | 4 ] o | 0.75 | 1.0 | 0.516 | .15 | 0.523 | .11 | 0.693 | .45 | 0.748 | .31 | 0.746 | .36 | 0.674 | .44 |
H Total rms |
°v9r " | excess positional | | | 1.5 |1.0]0.074 | .11 [0.122 | .10 | 0.769 | .38 | 0.842 | .35 | 0.796 | .31 | 0.635 | .32 |
era occupancy shlft
| | P+ [ 1.0 | 0.5 | 1.0 ]1.036 | .04 | 1.050 | .03 | 1.230 | .27 | 1.221 | «18 | 1.067 | 07 | 1.065 | .06 |
| | Pt | 2 | 1.0 [#0.5 [ 1.0 | 1.012 ] .02 |1.014 |.06]1.206 | .13 | 1.259 | .21 | 1.024 | .07 | 1.041 | .06
Pt - 3 1 0.5 | 0.5 |1.0|o0.508 | .06 | 0.521 | .09 | 0.640 | .85 | 0.695 .77 | 0.540 | .11 | 0.532 | .10
| | Pt | 4 ] 0.5 | 0.5 |1.0] 0544 | .06 |0.545 | .07 | 0.616 | .52 | 0.674 | .53 | 0.563 | .14 | 0.575 | .11
P4 Total rms
oweEs | excess positional | | =1.0 | 1.0 | 0.100 | .05 | 0.130 | .07 | 0.692 | .52 | 0.849 | .49 | 0.194 | .10 | 0.213 | .09
ere occupancy shift
Total rms .
| A1l sites | excess poslitional | | 0.5 | 1.0 | 0.174 | .08 | 0.252 -08 | 1.461 | .46 | 1.691 | .42 | 0.990 | .23 | 0.848 | .23
| occupancy shift | | | | | | [ |
Number of reflections 3578 4282 1360 1078 2051 1752
l
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TABLE 2

(1)

Isomorphous Data

(11)

Non—-isomorphous Data

(111)

Mercury non-isomorphous
Platinum isomorphous

SEamEIng G.B. conventional G.B. conventional G.B. conventional
Parameters
mean phase difference 40.6 26.2 : 26.2 45.9 45.9 36.0 36.2
rms phase difference 60.3 42.6 42.6 65.5 65.8 54.9 55.1
weighted rms phase differénce1 25.4 10.1 10.1 33.5 34.0 17.7 17.4
figure of merit 0.65 0.77 0.77 0.63 0.63 0.70 0.70

Footnote
1
(1 - m?)

1 weight =

where m is the figure of merit.
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TABLE 3

Occupancy of the fifth site

Isomorphous data Non—-isomorphous data
G.B. Conventional G.B. Conventional
Hg Pt Hg Pt Hg Pt Hg Pt
(a) Common site,
true occupancy 1.0 1.041 1.041 1.055 1.051 1.017 1.130 1.077 1.043
(b) False site,
input occupancy 0.5 0.019 0.089 0.003 0.009 0.164 0.049 0.127 0.103
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