








































































































































Since the heavy atom parameters seemed to have improved, an attempt was 

made to use �t�h�e�m�~� Phases were recalculated using a conventional. Blow-crick 

procedure arid the 'Bricogne' derived parameters. As compared with the earlier 

phasing fH/E improved at low angle and became worse at high angle (as might be 

expected from including the measurement error for Fp in the refinement. The 

resulting electron density map was different from the original one but in no 

way better (nor probably worse). It was concluded that the Bricogne refinement 

was not the most promising way of improvinq the electron density map of' 6-PGDH. 

None the less, the heavy atom parameters were probably a better fit to the data 

than t.'lose obtained by other refinements. A redefinition of error in the term 

and of m might have improved the method. 

It is interesting to note that an interpretable electron density map (in. 

which the sequence can be followed for all but the N-terminal 30 residues.l- has. 

been obtained using essentially Bhat & Blow's .electron density modification 

(Acta Cryst. A 38, 21-29, (1982». 
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COMPARISON OF HEA·JY ATOM PARAMETERS ON VARIOUS · REFINEMENTS 

Derivative KzPt(CN)4 

Site 

Occupancy (electrons) 
Bricogne 
Oxford high resoln 

n Oxford low resol 

Temperature factor 

Bricogne 
Oxford high resoln 

Oxford low resoln 
(not re fined) 

Difference in occupancy 

1 

83.6 
89.5 
81.8 

16.3 
1.0* 

(15.0) 

Bricogne-Oxford 'high' -5.9 
Bricogne-Oxford 'low' +1.8 
Oxford 'high'-Oxford'1ow' +7.7 

Difference in position (~) 

Bricogne-oxford 'high' 
Bricogne-Oxford 'low' 
Oxford high-Oxford' low' 

.38 
1.50 

.86 

2 

85.1 
26.1 
62.3 

15.6 
20.0 

(15.0) 

+59.0 
+22.8 
-36.2 

.95 

.71 
1.47 

3 

57.7 
44.2 
72.7 

15.3 
7.5 

(15.0) 

+13.5 
-15.0 
-28.5 

2.04 
.73 

2.26 

KAu (m) z 

1 

91.4 
42.4 

117.8 

15.6 
1.0* 

(15.0) 

+49.0 
-26.4 
-75.4 

.72 

.37 

.66 

2 

71.0 
69.7 
58.8 

15.4 
1.0* 

(15.0) 

+1.3 
+12.2 
-10 •. 9 

.59 

.33 

.58 

1 

101.3 
93.3 

102.9 

14.3 
1.0* 

(15.0) 

+8.0 
-1.6 
-9~6 

.92 

..39 
1.17 

2 

71.3 
34.7 
71.3 

15°.1 
20.0 

(15.0) 

+36.6 
o · 

-36.6 

.4"3 

.75 
~91 

"Bricogne n - G Bricogne phase refinement on 8339 terms- film data 
6 R > d > 2.6 R 

n Oxford high resol 

Oxford low resoln 

- Centric refinement on film data 
= - 6 R very incomplete 
6 R - 2.6 R 'complete' 

- Centric refinement on diffractometer data = - 6 ~. 
B not refined. 

Relative scalefactors between refinements ~ 2\. 
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Peaks and Holes at Heavy Atom Sites 

Anne Bloomer, MaC Laboratory of Molecular Biology, Cambridge 

A protein electron-density map shows peaks or holes at a site of heavy atom 

substitution if the protein phases are biased towards, or away from, those 

calculated for this heavy atom. Ideally the histogram of the number of 

reflections versus I ~ - ~I (modulo 1800
) should be flat and the protein map 

featureless at all sites of substitution. In prac tice, the his togram is 

usually slightly concave, even after removing any bias due to centric data. 

Provided that the peaks at each end ?f the distribution are approximately the 

same, this does not usually require special treatment. However, if the two 

ends of the distribution are grossly unequal, unwanted peaks or holes will 

appear in a protein map (and conversely, holes or peaks in a double difference 

map). The final parameters of the heavy atom(s) must be changed from their 

refined values, in order to eliminate such features. It is shown here that the 

most effective change is that made to a derivative scale factor. 

Positional parameters of a heavy atom are only rarely difficult to refine. Any . 
errors here show as pairs of closely adjacent peaks and holes, whose relative 

disposition shows the direction and magnitude of the error. The scale factor, 

which affects all sites of one derivative and the site occupancies have the 

most direct effect on any bias of the phases. Temperature factors, whether 

used in isotropic scaling of derivative to native or used as individual atom 

parameters, are so closely correlated with the scale factor and occupancy res-

pectively that they are not considered separately here. 

investigated by means of refinement in shells of resolution. 

They should be 

Any inadequacy in the protein phase determined by isomorphous replacement will 

effectively add a vector .E onto the true value of Fp. The component of 1:.:. 
parallel to fH determines the error in the electron density map which accumu-- -
lates at the heavy atom position. Using the nomenclature of the phase triangle 

shown in Fig. 1: 

F' Fp (apparent) - Fp (true) 

ERROR .. component of 1:.:. parallel to fH 

F' Sin~ 

-
Fp (Cos~ - Cos~') 
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This approximation is valid whatever the cause of the error giving rise to ~ 

and whatever the value of the angle~. Two extreme cases are now considered. 

Scale Factor 

If ~H is over-estimated by a fraction ~, then the triangle with side FpH is 

replaced by one with FpH (1+6): Thus: 

Therefore 

Therefore 

FpH2.~ 
ERROR .... (1 + 6/2) 

fa 

This quantity is positive definite, irrespective of whether the angle ~ is 

acute or obtuse; i.e. lengthening the side FpH of a triangle always increases 

the opposite angle~. Thus for every reflection HKL an over-estimate (under

estimate) of the scale ~a gives a positive (negative) ERROR and thus a peak 

(hole) in P protein. 

Occupancy 

If the occupancy is over-estimated by a fraction ~ then the triangle with side 

fa is replaced by one with the longer fa (1 + ~). This may increase or 

decrease ~ depending upon the geometry of the phase triangle. Thus: 

(1) 

Thus: 

(F 2 + f 2 - F 2) (1 + ~) 
P H PH 

2 Fp.f
H

.(1 + ~) cos~r - (F 2 + f 2(1 + ~)2 - F 2) 
P R PH 
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• . Therefore: 

-
:a 

ERROR .. 

~(F 2 + f 2 - F 2) - ~(2f 2 + ~f 2) 
It H PH H· H 

~(F 2 _ f 2 - F 2) - ~2f 2 
P H PH H 

6 [ Fp 2 - F pa 2 - (1 + 6) fa 2 

2 fH (1 + 6) 

~ [ fH2 - 2 FpH.fa . cosY - (1 + ~) fH2 

. 2 fa (1 + ~) 

-~ 
---- [ ~ fH + 2 FpH COSy] 
2 (1 + ~) 

(3) 

The sign of this error varies with the geometry of the phase triangle via the 

dependence of cosY. Considering the ave~age over all HKLS, and applying Wilson 

statistics to (3) we have: 

~ERROR >hkl 
t:. «F 2 - FpH 2 > - (1 + .~) < f 2 >] ,. 

2 (l + ~) < ~> P H 

-~ (2 + ~) < f 2 > 
H - (1 + ~) <fa> 

-t:. <f 2 > 
~ - H (2 - ~ ) < fH > 1 + 

This expression is negative definite and thus, on average over all HKLS an 

over-estimate (under-estimate) of the occupancy and thus of fH gives a negative 

(positive) ERROR and thus a hole (peak) in p protein. 

Summary o' 

The distributions of the value of the angle cl> (Le. I ~-~I) as typically 

observed, for acentric data, are shown in the table. Errors in the scale 

factor give a bias arising from every reflection whereas errors in the 

occupancy give rise to an opposite bias, only when averaged over all 

reflections under conditions where Wilson's statistics are valid. 
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TABLE 

Distribution Histosram Diasnosis 

Ideal 

, 
Normal Usually OK 

Positive bias i\ Scale too high. (Occupancy too low) 

Nega ti ve bias / Scale too low. (Occupancy too high) 

Convex - Rarely observed. 
v " Occupancies wrong (A.J. Wonacott, 

verbal report at the CCP discussion). 
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Figure 1. 

Cc) 

The phase triangle: (a) Idealised case using true amplitudes, 
(b) Scale factor for FpH increased by (l+A) , (c) Occupancy of 
heavy atom site (s) increased by (l+A) •. In this case ~. may be 
greater then or less than ~ ,whereas in (b) !jJ' is alW:1Ys the 
larger angle. 
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1) .-.• lJ<:"'("' ·-:"II"r. 
\,J"-J L.:.._ ... v~ 

.':" ne'd al·;ori thm ha::. recently cee:: i::tr:xluce(l by Ger(lr~1 

8ricogne to refine heavJ ato~ para~cters u3in~ acentric 
reflections and so-c.J.ll~c1 "~)hase re Ein0nen t 11 (3rico~~ne I 
19.32). A.t present there are no I?ublish~,l resul tr; suggesting 
that thi::; mM al';ori th~ is in practice superior to the 
conv~Iltion.J.l 11 ;.111'::lse re finer1ent 11 a l<]ori thr", an(i in <'tt least 
b,lO cases (the orthor!lOnbic crystal forn of Glyceral~ehyr1e 
3-:)hospilate Dehydrogenase being \;JOr~-:e(1 on 'It I::1~jeri;"'ll ane'! 
G-~):10SP~lo-gluconCl.te cehj"lrogenase (:; . AclaI1s anrl CO\"or1.::.er f5, 

oxtor(;') I heavy-aton p~rar.eter r·~£inet:'ent usinc::; the n·~'" 
a1sori thI.~ has not prot1uce(1 si:;nificantly iT"?rove(i ~,:r:.~ p:1a!3es 
as judged o'.! the resulting electron ~!ensity rr;a~s. 

:n order to ma}:e an objective asscssr.ent 0-: t'le 8ricogne 
algori~lm, and to invcsti~ate the effect o! non-isornorphis~ 
in the derivative data, a seri.2s of test re cineDents ~lav!~ 
Jcen cOLH.:i!lcted using !;lo.-1el r:1ata. :;lt~10ugh the relevnnce of: 
results obtaiDed using r.'0(1el data to real ~..,ro':1Ier:s can 
sOI'Leti:;les he called into (!uestion, in this pa.rticlllar 
L1S t3.l1ce it seer.1S reasona1)le to S~lCJges t that i E the 
d.ltjoritn.l,~ is to co:"! c:.renerall:' useful it !,'ust at least [,rove 
effective L'l a trial using wodel ~ata, ",hen all t 11e sources 
of ~rror are under direct centrol. 

") ,~r, .· J .\. . ." 1· .... '·1 v'~'F '" ~!::' ',' '0";:' r. .1):-\" e"" 4.. _L.l •• ~."""'.L "V... .. ..... ~ _01. u~..- n ..... "\ 

J-\II tests Vier~ conducted on a JT'odel of the orthorhon~bic 
crystal fon1 of Glyceraldehyde 3-phos.2hate (:e!"ly~lrogenasc 

\.;hic~ crystallises in space group P2 1 21 2 Hi t~l a tetra~er of 
total i;~olcc111ar · ..... ei<Jht 14:], ]eJ(5 in the crystall:J'] rarh ic 
aSjrm.lctric unit. A set of coo re-H na te3 derived from the 
the 2. 7A structun~ r.leter;::ination of the !'1onoclinic crystal 
forll Ylere used to :jcncrate i'er:ect native data, using the 
i)rogra'll :...i~U::C to generate the rao:1el electron '1ensity ann 
Fouricr transforning ~lis density to ~ro~uce ~ set of native 
structure factors. Ir1eal uer i vati ve c1ata \'/ere calcuL'l tcd "':Jy 
vectorial addition of calculaterl heavy ato~ an~ native 
structure factors. ~ata were Jrepare~ for a ~ercur'.! aroi a 
.platinL11J derivative. ::or each derivative there were Cl. tot<11 
of four cleavy atoFI sites~er tetrar:ler, tHO fully occupie~ 
and two hal f oceui/ied. T'le heavy ato;1.S \ '/er[~ !,osi tion~(9 at 
actual heavy ator~1 sites deterMinec1 for t"is crystal Eorrl of 

In oraer to 9ro(1uce "nc!l-iso:~f)r~hous" ~~erivative datn, a 
ne\v set of outive structure factors was calcul;1te't 
correspondi.1g to a structure in \/hich the cnti re tetr:'li71er 
had been rotated by one degree in the unit cell. This 
rrn.ation led to a :;-:;).xi:nun shi f t in ator:1ic .0osi tion of '1.6 SA 
and a loean shi ft of J. 2SA , .. Ji th respect to t~le L1nrota te.-l 
r:,olecule. This "nOn-i30f;10rr.)~!ouS 11 native (lata 1''':.3 combined 
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with ~le calculated heavy atom structure factors for the 
mercury sites to produce a "non-isomorphous" mercury 
derivative dataset. The "non-isomorphous" platinum 
derivative data were produced in the same \-/ay, but the sense 
of the rotation applied to the molecule when generating the 
native data was reversed. 

Finally, random errors were applied to all the datasets. 
The errors were generated using the Gaussian random number 
generator in the NAG library (G05C3F) with standard 
deviations derived from an analysis of an actual GAPDH 
native data set. This analysis showed that there was a 
gradual increase in the standard deviation as a function of 
IFI. The standard deviations were independant of resolution 
except in the smallest IFI bin, where a significant increase 
with increasing resolution was apparent. This feature was 
incorporated in generating the model errors. 

3) STARTIt';G PARAHETERS 
The same set of starting parameters was used in all the 

refinement tests. Each heavy atom \"as peturbed by I. 0A from 
its true position. Starting occupancies are listed in 
Table 1. Derivative scale factors were set to the ioeal 
values. 

4) REFINEHENT TESTS 
All test ref~nements were carried out using the 

program PHARE on the NAS machine at Daresbury. Data in the 
resolution range 20A to 6A were included, in order to avoid 
excessive use of computing time. Each test was carried out 
twice, once using the conventional algorithm and once using 
the Bricogne algorithm. The refined parameters were the 
heavy atom positions and occupancies and the derivative 
scale and overall temperature factors (a total of 36 
parameters). Phases were calculated during every cycle of 
refinement, and the lack of closure values were also updated 
on every cycle. The following tests were performed: 

.... 

a} Using isomorphous derivative data. 

b) Using non-isomorphous derivative data. 

c) Using isomorphous platinum nata ·and non-isomorphous 
mercury data. 

The following points are pertinent to the refinements. 

(i) Refini ng with isomorphOUS data 
The Br i cogne a l gor i thm depend s f o r its success on a 
predominantly unimodal phase distribution. In order to 
achieve this in practice, a figure of merit cutoff is 
applied to reflections included in the refinement. 
This cutoff 'Has set to g. 5 for this test, and this 
explains the difference in the number of reflections 
included in the refinement using the different 
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algorithms, as no such criterion was applied to the 
conventional refinement. Five cycles of refinement 
were carried out in each case. 

(ii) Refining with non-isomorphous derivative data 
In this test, a figure of merit cutof E of v1. 8 was 
applied to both the Bricogne and the conventional 
refinements. A significantly lower cutoff (3.5) 
gave extremely poor convergence for both types of 
refinement. 
A total of 12 cycles of refinement were more 
than sufficient for convergence. 

(iii) Refining with isomorphous platinun and 
non-isomorphous mercury der~vat~ves. 

The figure of merit cutoff ' .... as again ".8. Seven cycles 
of refinement produced convergence. 

The main results of these tests are su~arised in 
Table 1. 

5) ASSESSHENT OF FIlIAL PARAMETER VALUES 
There are several ~'1ays of assessing the quality of the 

final refined parameters. Most simply, the deviations of the 
refined parameters from their true values can be examined. 
However, it is difficult to determine from this comparison 
alone how the final MlR phases will be affected.Therefore 
DIR phases were calculated using each set of refined 
parameters, and these phases were compared with the true 
native phases. In each case the mean, rms and weighted rrns 
phase differences were calculated. The results are 
presented in Table 2. It is apparent that both the refined 
parameters and the DIR phases are insignificantly different 
for the two algorithms employed. A direct comparison of the 
two sets of DIR phases obtained for the non-isomorphous test 
(case (ii» gave mean, rms and weighted rms phase 
differences of 6.1,14.9 and 0.4 degrees. 

Another criterion on which the refinements can be 
compared is the speed of convergence. Indeed, one of the 
principle drawbacks of the conventional [lhase-refinement 
method is its poor rate of convergence (Bl~'1 and Matthews, 
1973) . This has been ascribed to the failure to allow for 
the correlation between the heavy atom parameters and the 
phases used in the refinement. Because this correlation is 
explicitly accounted for in the 8ricogne algorithm, one 
might expect that this algorithm would produce significantly 
faster convergence. The rate of convergence of two 
representative parameters is illustrated in Figures land 2. 
It is apparent that the rate of convergence is slightly 
faster using the Bricogne algorithm in the case of the 
isomorphous derivative data, but when using non-isomorphous 
derivative data even ~lis slight advantage is lost. 
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Finally, Feurier maps ",ere calculated using the 
different sets of DIR phases, and the heavy atom pesitiens 
were examined for evidence ef large peaks er treughs in the 
electren density. However, nene of the phase sets preduced 
eit.her a peak er a tro.ugh that was abeve the electren 
density maxima and minima fer the protein, and it \l1as 
therefere net possible to. differentiate between the quality 
ef different sets ef phases e!t1 this basis. 

6) ADDITIONAL REFINEr'IENT TESTS 
In erder to provide additienal criteria en which to. 

assess the Bricegne algerithm, two. further tests were 
centrived. In the first, an extra fifth site was added to. 
each derivative at full eccupancy and with the same atemic 
ceerdinates (ie a commen site). It has eften been feund in 
practice that the eccupancy ef commen sites is 
everestima ted. In the secend test, a false site was addeli to. 
the starting parameters ef each derivative, at half 
eccupancy. The eccupancy ef this false site sheuld refine to. 
zero.. 

Each test was cenducted. with both isemerpheus and 
nen;"isemerpheus derivat.ive data, using the cenventional 
algerithm and the 8ricegne alge~ithm. The results are 
presented in Table 3. Again, there is ne suggestien that 
the Bricegne algerithm is superier, altheugh it is perhaps 
suprising that the eccupancy of the cemmen site in the 
first test is net in fact ever-estimated. 

7) CONCLUSIONS 
Apart frem a marginal gain in the rate ef cenvergence 

with isemerpheus derivative data (a gain which 'is achieved 
at significantly greater computational cost because the 
Bricogne algerithm requires the full nerMal matrix), the 
Bricegne algerithm did net produce significantly better 
refined hea~J atem parameters based en any ef the feur 
criteria applied (paral!1eter values, DIR phases, rate ef 
convergence and peaks er treughs at heavy atem pesitiens). 
It is cenceivable that under a different set ef conditiens 
the algerithm may perferm rather better, but the test 
results suggest that this methed cannot in general be 
relied upen to. previde refined parameters which are superier 
to. these ebtained using cenventienal phase refinement. 

Acknewledgements. I weuld like to. thank Dr. P. Brick and 
Dr. 'A. J. Wenacett fer many useful rliscussions, and Dr. 
E. Dedsen fer suggesting the tests described in sectien 6. 
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'l'able 1. Initial and refined heavy atoi.1 ~)ararneters for the 
~lrae te~ts described in ~ection 4. GB refers to ~csults 
obtained us iny the Jrieoc]ne algor i thn. fl r is the deviation 
;)et'ti,~e!1 the true and refinc(l heavy atom !,?os i tions in A, ace. 
is t~le heavy atol.' occupancy. 

Table 2. Cor:tparison of nIP.. I'hases ca1culate(1 usinlJ 
diff~r~nt sets of re£inecl heavy ato)':'! ~)araneters. '!'he 
corap,'lrison is ahvays 'Nith the true (calcul;~ted) native 
phases. 

Table 3. Additional re£ine~ent tests intro~ucing a fifth 
sit~. For details see section G. 

FIGU~E CAr'I'IC~j3 

Fi':rurcl 1. OCCU,i.lane:! s:1ifts for the first ~ercury and firnt 
platinw~ sit~s as a function of cycle nunber. The shifts for 
the r.~ereur:t site are negative, t~lOSc for t~H:! platinu!:1 are 
1,)osi ti v-a. 7~le £ul~ line:.> reiJresent t1-1\.~ refinement :.4sin<: the 
Dricosae algorithr.r, and t~1e <1otted lines usi:1'] t~le 
conventional algorithm. The refinements were perfor~ed using 
i.:30laorphous deri va ti '.le da ta . 

Figure 2. As Figure 1, but refining Wi~l th~ 
Ilon-isor;,or2hous r.eriva,tive data •. 
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TAEl..E 1 

I I (I) (11) -1-- (l1J) 

I Ideal I StartIng I h D t N I h I Mercury non-Isomorphous 

I I 
somorp ous a a on- somorp ous I 

Occupancy Parameters 

Derivative occ. Ar 6,-
I I I I I I I I I I I I 
I I Hg 1 I 1.0 I 1.5 11.0 1.009 I .05 11.031 .0411.194 I .10 11.281 1·22 1.144 I .23 11.132 .12 I 
I I I I I I I I I 1 I I I 1 
I I I 1 I I I I I I I I I 
I 1 Hg 2 1 1.0 I 1.5 1 1.0 1.043 I .02 1 1.045 .02 \ 1.29.5 \ .31 \ 1.305 1 .30 1.297 \ .22 \ 1.280 .25 \ 

I I I I I I I I I 1 1 \ \ 1 
\ I I I I I I I I I 
\ I Hg 3 \ 0.5 1 0.75 \ 1.0 0.506 \ .14 1 0.523 1 .16 0.587 .53 I 0.508 I .51 0.609 I .40 \ 0.549 .36 \ 

I I I I I I I I I 1 I I I 
I \ Hg 4 I 0.5 I 0.75 \1.0 0.516 I .15 \ 0.523 1.11 0.693 .45 \ 0.748 \ .31 0.746 \ .36 10.674 .44 \ 

I I 1 I I I \ I I I I I I \ 
Hg I Total rms I . I I I I I I 

\ 0 II I excess posltlonal I I 1.5 11.0 0.074 I .11 10.122 1·10 0.769 .38 10.842 1·35 0.796 I .31 10.635 1·32 1 I vera I . i occupancy sh I ft I I I I I I I I I I I I 
I I Pt 1 \ 1.0 I 0.5 11.0 1.036 1.04 \1.050 \ .03 1.230 .2111.221 1.18 1.067 I .01 11.065 1·06 I 

I I I I I I I I I I I I I I I I I 
I I Pt 2 I 1.0 I· 0.5 11.0 11.012 1 .02 11.014 1.06 11.206 1.13 11.259 1·21 1.024 1 .07 11.041 1·06 I' 

I I I I I I I I I I I I I I I I I I 
I Pt· 3 I 0.5 1 0.5 I 1.0 10.508 \ .06 I 0.521 \ .09 10.640 I .85 \ 0.695 1.77 10.540 I .11 10.532 I .10 I 

\ I I I I I I I I I I I I \ I \ I 
I Pt 4 I 0.5 I 0.5 11.0 10.544 \ .06 10.545 1.07 \ 0.616 \ .52 10.674 \ .53 \ 0.563 I .14 10.575 \ .11 I 

Pt I Tot al rms I I I \ I I I I I I 1 I I I . I I 
Overall I excess posltlonal I 1-1.0 \ 1.0 \ 0.100 I .05 10.130 I .07 \ 0.692 \ .52 10.849 I .49 10.194 I .10 10.213 I .09 I I occupancy sh 1ft I I I I I I I I I I I I I I I 

Total rms I I I I I I I I I I I I I I 
All sites I excess posltlonal I \ 0.5 I 1.0 I 0.174 I .08 I 0.252 I .08 I 1.461 I .46 I 1.691 I .42 I 0.990 I .23 I 0.848 I .23 I 

I occupancy sh 1ft I I I I 1 I I I I I I I I I . 
I I I \ 

Number of reflections 3578 4282 1360 1078 I 2051 I 1752 I -
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mean phase difference 

rms phase difference 

weighted rms phase differ~ncel 

figure of merit 

Footnote 

1 weight = 1 

(1 - m2 ) 

where m is the figure of merit • 

~ 

TABLE 2 

(1) 

Isomorphous Data 

Starting G.B. conventional 
Parameters 

40.6 26.2 26.2 

60.3 42.6 42.6 

25.4 10.1 10.1 

0.65 0.77 0.77 

(H) 

Non-isomorphous Data 

G.B. conventional 

45.9 45.9 

65.5 65.8 

33.5 34.0 

0.63 0.63 

(Hi) 
Mercury non-isomorphous 

Platinum isomorphous 

G.B. conventional 

36.0 36.2 

54.9 55.1 

17.7 17.4 

0.70 0.70 

f"'l 
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f. 

\( ;, 

~ 

;:1 
)·1 ~ 
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Hg 

(a) Common site, 
true occupancy 1.0 1.041 

(b) False site, 
input occupancy 0.5 0.019 

TABLE 3 

Occupancy of the fifth site 

Isomorphous data Non-isomorphous data 

G.B. Conventional G.B. Conventional 
Pt Hg Pt Hg Pt Hg Pt 

1.041 1.055 1.051 1.017 1.130 1.017 1.043 

0.089 0.003 0.009 0.164 0.049 0.127 0.103 
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